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Abstract
This paper presents a simulation-based approach to de-
veloping strategies aimed at countering online disin-
formation and misinformation. This disruptive tech-
nology experiment incorporated a synthetic environ-
ment component, based on an adapted Susceptible-
Infected-Recovered (SIR) epidemiological model to
evaluate and visualize the effectiveness of suggested
solutions to the issue. The participants in the simu-
lation were given two realistic scenarios depicting a
disinformation threat and were asked to select a num-
ber of solutions, described in Ideas-of-Systems (IoS)
cards. During the event, the qualitative and quantita-
tive characteristics of the IoS cards were tested in a
synthetic environment, built after a SIR model. The
participants, divided into teams, presented and justi-
fied their strategy which included three IoS card se-
lections. A jury of subject matter experts, announced
the winning team, based on the merits of the proposed
strategies and the compatibility of the different cards,
grouped together.

1 Introduction
Online disinformation (false information deliberately
intended to mislead) has emerged as one of the most
serious challenges in the era of digital information. For
example, disinformation related to a pandemic, such as
the COVID-19 one, can both exacerbate a health crisis
and have implications for the cohesiveness and unity
of international security organizations and institutions.
Starting in early 2020, both state and non-state actors
began carrying out disinformation campaigns aimed at
exploiting the pandemic to instill fear, create distrust,
and destabilize Western communities. Pandemic-relat-
ed disinformation was used as a weapon to undermine
NATO and U.S. forces in multiple countries such as

Latvia, Poland, and Lithuania (BBC, 2020). Disinfor-
mation campaigns are slowing the response to the pan-
demic and weakening confidence in local authorities
and international entities (e.g., WHO, NATO, EU). Ex-
amples of the harmful effects of these campaigns in-
clude fake letters and emails that aim to instill fear in
communities which have a NATO presence.

The need for virtual environments or "synthetic en-
vironments" has been repeatedly recognized by NATO
and by leading think tanks such as the Atlantic Coun-
cil (Daw, 2005; Harper, 2020). Synthetic environments
(henceforth referred to as SENs) such as flight simula-
tors have also been in use continuously. Scenarios in-
volving kinetic warfare can be modeled and simulat-
ed much more easily than scenarios involving non-ki-
netic aspects such as disinformation and strategic de-
cision making. However, today's 'gray zone conflicts'
(Chipman, 2018; Spitzack, 2018) have created a press-
ing need for simulation-based wargaming approaches
to such non-kinetic topics. COVID-19 disinformation
campaigns – the topic used in this experiment – is a
suitable example for such an issue, requiring immedi-
ate attention. In the application reported here a SEN
is adapted aimed at making people filter, refine, and
combine the best solutions to the given problem (in
the form of a scenario). Thus the virtual environment
helps evaluate potential solutions to the disinformation
problem being faced by NATO in a variety of domains.

This paper describes a successful application of
SEN in the context of a wargame sponsored by NATO.
It is the first study to describe the application of com-
putational simulation methods to facilitate a virtual
wargame in an international security context, with the
application in this instance to strategies for combatting
the spread of disinformation. Here the dynamics as-
sociated with COVID-19 disinformation served as a
foundation for the scenarios used in the simulation.
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Much like a pandemic, disinformation and misinfor-
mation spread across communities and cast doubt in
perceptions of security. Drawing on this parallel, a
Susceptible-Infected-Resistant (SIR) model (Kermack
& McKendrick, 1927) was chosen as the basis of the
SEN for the war-simulation, described in this paper,
to visualize and illustrate not only the detrimental and
rapidly expanding consequences from disinformation,
but also the potential solutions to this issue.

The study makes several contributions. First, it is
a case study examining the implementation of SEN-
based virtual war-game simulation that brought to-
gether participants in multiple NATO countries. Sec-
ond, the SEN itself applies a novel SIR model cus-
tomized to the problem of disinformation spread.
Third, in the context of the SEN scenario case study, a
series of new proposed technical strategies for combat-
ting the spread of disinformation were tested through
the wargame, providing a novel evaluation of these
open-innovation-challenge sourced technological op-
tions. This paper's contributions thus include a case
study evaluating the application of the SEN to multi-
location virtual-wargaming by NATO, the modified
SIR model which was the basis for the SEN, and the
assessment and evaluation of the anti-disinformation
technologies through the SEN-based virtual wargame.

The remainder of the paper proceeds as follows.
Section 2 provides an overview of the structure and
sequencing of components of the experiment. Section
3 introduces SIR epidemic models, and the history
of their adaptation to the context of disinformation
spread. Section 4 describes the integration of the virtu-
al environment as a component of the virtual wargame,
the purpose to which these were applied in this case:
evaluating potential technological tools proposed to
NATO for countering disinformation spread. Section 5
describes the results of the case study: how applica-
tion of SEN as part of a virtual wargame played out,
and the results of this application for the evaluation of
the technology proposals. Section 6 outlines what was
achieved with the simulation and the limitations of the
experiment.

2 Project Structure
This study developed a SEN (Synthetic Environment)
based on the SIR model as a core element of an inter-
net-based virtual-wargaming exercise. The SEN was
intended to use a distributed online format to help
participants understand the problem of disinformation
more deeply by modeling the dynamics that dictate the
spread of both disinformation (i.e., false information
intended to mislead) and misinformation (i.e., false in-
formation that is not spread with the intention to de-
ceive) within social networks. At the same time it was
also intended to help the organizers develop and eval-
uate solutions that can help counter such campaigns.

The simulation described in this paper presents an
innovative approach that integrates a Disruptive Tech-
nology Experiment (DTEX). The Disruptive Technol-

ogy Experiment (DTEX) is a NATO wargame de-
signed by the NATO ACT Innovation Hub. DTEX is
designed to test ideas and technologies that can solve
problems for NATO. For this purpose, the simulation
described in this paper was combined with the SEN
that mimics the dynamics of disinformation and mis-
information spread. The SEN, used in this simulation
was an adaptation of an epidemiological SIR model
used to understand the spread of diseases.

The overall experimental structure was as follows:

1. Building on a classic agent-based SIR model
(Stonedahl & Wilensky, 2008), a model of the
epidemic spread of disinformation in a network
was created. This served as the SEN in the exper-
iment.

2. Through an innovation challenge, proposed tech-
nological solutions to the challenge of disinfor-
mation spread were collected and summarized for
experiment participants.

3. Experts rated the likely impact of the technologi-
cal solutions for the parameters of the SEN.

4. Wargame participants were recruited, and two
teams were created. Teams were briefed on the
disinformation spread scenario and the techno-
logical solutions. Teams were given access to the
SEN.

5. Teams communicated with each other using syn-
chronous online communication to develop
strategies involving selections of technological
solutions.

6. Teams presented their solutions and were judged
both on the basis of their presentation and on the
duration of the disinformation 'infection' after the
SEN parameters were modified based upon their
proposed solution.

7. The research team evaluated the SEN and con-
sidered modifications to the model, and evaluated
the proposed technological solutions.

This amalgamated approach has been used to test 46
suggested solutions to counter disinformation that
were collected through an open innovation challenge –
a competition between different individuals or entities
intended to introduce a solution to a problem. The core
activity in this simulation involved two teams which
competed against each other to identify the best of the
open-innovation-challenge sourced ideas that solved
problems detailed in realistic scenarios. The teams in
the disinformation wargame or DTEX assessed the
merit of the ideas qualitatively and then quantitative-
ly, using the SEN environment, to decide the best so-
lutions for each scenario that they were given.

3 The SIR Model

3.1 Applicability of SIR Models to Disin-
formation Models
Susceptible-Infected-Recovered (SIR) models such as
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the one applied to create the synthetic environment
(SEN) used in this study have a long history of appli-
cation across many fields. These models began in epi-
demiology in the 1920s with work by William Ogilvy
Kermack and Anderson Gray McKendrick (Kermack
& McKendrick, 1927), but have also long been applied
to study the transmission of ideas, narratives, and ru-
mors (Goffman & Newill, 1964; Daley & Kendall,
1964). These models capture key aspects relevant to
the spread of disinformation and misinformation in
social networks, and provide a parsimonious way to
characterize components of the strategic situation
faced by those seeking to influence information
spread.

SIR models include a population consisting of in-
dividuals or agents of at least three types: susceptible,
infected, and recovered or resistant1. Transition prob-
abilities in the SIR model govern the movement of
agents from one state to another. Solutions for SIR
models have been examined numerically, through sim-
ulations, and in recent years for specific parameter val-
ues exact analytical solutions have been computed as
well (Harko et al., 2014).

The typical results of a SIR model run involve ini-
tial infection spread as infected individuals initially
encounter mostly susceptible individuals. Then, a peak
level of infection intensity as recovery and less avail-
ability of susceptible individuals balances new infec-
tions. Lastly, there is typically a decline in the number
of infected individuals as recovery / resistance com-
bine with diminished numbers of susceptible individu-
als to end the epidemic, often before all susceptible in-
dividuals have become exposed. There are several SIR
model variants with alternative assumptions. For ex-
ample, in the SIS model recovered agents remain sus-
ceptible, while in the SIR model, recovered agents are
no longer susceptible. In the SIRS model, resistance
to infection fades over time. The SEIHFR model has
six categories, adding Exposed (but not yet sympto-
matic), Hospitalized (and thus perhaps less infectious),
and Funeral (dead, not buried, and hence potentially
still infectious) categories and has been used to model
Ebola epidemics (Drake et al., 2015). The model vari-
ant used in this project allows for a possibility that in-
fected agents who recover will transition to either the
susceptible (S) or resistant (R) categories. Section 3.2
describes how we modified the standard SIR model to
fit with the disinformation context.

SIR and related models have long been recognized
as an effective framework for studying the spread of
misinformation and disinformation. Key early work in
the 1960s by Goffman and Newill (Goffman & Newill,
1964>) and Daley and Kendall (Daley & Kendall,
1964) pioneered the application of SIR and related
models to the spread of information and rumors. These
authors noted that the spread of ideas or information,
like the spread of an infection, involved transmission
from one individual to another, and that the SIR frame-
work could provide a fruitful approach for modeling

this process. At the same time, the models also account
for a range of potential modifications such as effects
of encountering other infected and/or resistant individ-
uals.

The SIR model has been applied widely to infor-
mation and idea transmission in fields including pol-
itics, economics, marketing, health, and communica-
tion. For example, recent work by Nobel prize win-
ning economics professor Robert J. Schiller (Schiller,
2019), applies SIR epidemic models to understand the
role of narratives in shaping economic behavior across
a wide range of domains from speculation in Bitcoin
to economic cycles, stock market bubbles, and many
more. Work by Zhao, Weng and co-authors has ex-
panded study of the spread of competing ideas and the
dynamics of when and how ideas go 'viral' in social
networks (Weng et al., 2012; Weng et al., 2013; Zhao
et al., 2013). Bauckhage and colleagues examined at-
tention to social media services (Bauckhage et al.,
2014) and viral videos (Bauckhage et al., 2015). Inter-
net memes can also be effectively modeled using an
SIR framework, and Beskow and co-authors extend-
ed this work to study the evolution of political memes
(Beskow et al., 2020). Across domains, epidemic mod-
els have provided useful insights into idea, informa-
tion, and disinformation transmission.

One important distinction between the models in-
volves whether agents assort at random or exist in a
network structure. Random assortment is simpler to
model for obvious reasons, but network structures of-
ten are particularly important for modeling transmis-
sion of ideas in realistic settings because they allow
for differences in influence between actors. The most
relevant models for the analysis of disinformation in-
volve models with network effects and these models
are often best analyzed using agent-based models in
which the network structure can be directly analyzed
(Ji et al., 2017). Infection of widely followed and trust-
ed sources or sites has the potential to super-spread
disinformation.

3.2 The SIR Synthetic Environment
(SEN): Configuration and Settings
Because of the potential for greater realism in a net-
work model, we model disinformation spread in an
agent-based network. The networked disinformation
spread model used to create the SIR based synthetic
environment (SEN) in the wargame was developed by
modifying and adapting the "virus on a network" SIR
model presented by Stonedahl and Wilensky (2008).
The model was programed in NetLogo, an open-
source platform for agent-based modeling (Wilensky,
1999). For the purposes of the synthetic environment,
the software was used to mimic and visualize the
spread of disinformation. As mentioned previously in
Section 3.1, related SIR models have a long history
of application across many fields and in spite of their
highly abstract and reductionist style, the SIR model
can effectively capture the way in which disinforma-
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Table 1. SEN Baseline Inputs constructing the environment in which DTEX was executed.

Variable
Reference

Code

Variable (SEN Slid-
er)

Baseline
Value

Explanation

Q
Total number-of-
nodes

200

Represents the total number of "people" in the virtual world.
This number will remain the same throughout the experiment.
Everyone is interconnected and shares information constantly,
i.e., during every tick. The tick is the only unit of time in this
SEN. In the beginning of each simulation, every node is treat-
ed as being susceptible to disinformation. Susceptible nodes are
represented as blue stick figures.

N
average-node-
degree

20
The average number of 'people' each person is connected to.
This number will remain the same throughout the experiment.

A
initial-out-
break-size

15
The initial number of 'bad actors' who have opinions that are
factually incorrect. Bad actors are represented as yellow stick
figures.

Β
disinformation-
spread-chance

5%
Represents the probability of yellow nodes spreading their
opinions to their nodes in each tick.

T
fact-check-fre-
quency

10 ticks

Represents how often each node fact-checks information before
sharing it with others connected to that node. The baseline val-
ue indicates that, on average, each node fact-checks only 1 out
of 10 times.

Γ recovery-chance 5%
Represents the probability of a yellow node recovering from
disinformation.

P
gain-resis-
tance-chance

5%
Represents the probability of a node becoming immune to fu-
ture disinformation altogether. Immune nodes are represented
as green stick figures.

Ψ
resistance-
fact-check-
chance

0%
Represents the probability that a node which has become im-
mune will 'push back' against disinformation by causing con-
nected infected nodes to fact check.

tion spreads through a network of people.
Agents exist in a spatially clustered networked

structure as in Stonedahl and Wilensky (2008). The
configuration of our model, illustrated in Table 1, is
made possible by initial settings which include the
total number-of-nodes (agents in the SEN), the
average-node-degree, showing how many oth-
er agents each agent in the SEN is connected to, the
initial-breakout-size, depicting the scale of
the disinformation spread, and by a series of transition
or transmission probabilities which we describe below.

Each node can be in one of three states - sus-
ceptible (S), infected (I), and resistant (R) (Stonedahl
& Wilensky, 2008). Susceptible (S) are vulnerable to
disinformation due to low levels of awareness of the
issue, lack of rational/critical thinking abilities, and/
or other similar limitations. Infected (I) agents have
been deceived by disinformation and perceive narra-
tives spread by malicious actors as credible and trust-

worthy. Infected nodes tend to spread the information
they have received and believed, thus becoming un-
witting participants in the spread of disinformation or
misinformation. Infected nodes are not always aware
that they have been 'infected' at least until they 'fact-
check'. Even those who do fact-check may still remain
'infected'. Therefore, not all infected nodes 'recover'
from the condition of being infected. Resistant (R)
agents are no longer vulnerable to disinformation due
to fact-checking habits, high levels of awareness and
rational/critical thinking abilities, and other cognitive
and situational factors. The use of the term resistant
which we adopt from Stonedahl and Wilensky (2008)
is somewhat at variance with the use of the term recov-
ered in some SIR models, but it is appropriate in our
context as we distinguish between recovered agents.

Several parameters govern the transition of agents
from one state to another. Infected agents spread disin-
formation to connected uninfected agents with a spec-
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ified probability β. Infected agents also engage in fact
checking with a specified frequency τ. When fact
checking occurs, agents potentially recover (with a
specified probability γ) with some failing to develop
ongoing resistance to future infection by disinforma-
tion (returning to susceptible) and some developing re-
sistance to future infection (with probability ρ.) Un-
like most SIR models of disease, in the disinformation
model, we also allow for the possibility that resistant
agents connected with others infected with disinforma-
tion will push back, triggering additional fact check-
ing. With a specified probability (ψ) a resistant agent
may trigger fact checking among infected network
connections and thereby potentially induce recovery to
a susceptible state or the development of resistance.

In every step of the simulation (represented by a
tick), each infected agent, marked by a red node, at-
tempts to infect all of its connections with the disin-
formation. As a consequence, susceptible connections,
marked with green nodes, may or may not get infect-
ed. The probability of infection is determined by β
the disinformation-spread-chance setting.
This characteristic represents the real-world equivalent
of falling prey to a misleading headline, or to pro-
paganda designed to elicit an emotional response fa-
voring the actor spreading the false information. Peo-
ple that are resistant, marked with gray nodes, do not
get infected. This represents the real-world equivalent
of highly-aware people who have fact-checked and/
or critically analyzed the disinformation and are no
longer susceptible to it.

As opposed to this, infected people, marked with
red nodes, are not always aware that they have been
'infected' by false information. In this model, every
person has the potential to conduct a fact-check with
a probability, which is controlled by τ, the fact-
check-frequency setting. This represents the re-
al-world event of a learning process in which an indi-
vidual is being told by a person or an outlet they trust,
in verbal or written form, that a particular piece of in-
formation is false.

If an agent successfully discovers through a fact
check that they have indeed been 'infected', there is a
chance that they might 'recover', i.e., get reliable and
credible information. The probability of such a recov-
ery is controlled by γ, the recovery-chance set-
ting in the model. At the same time, a person's 'recov-
ery' does not mean they will never get infected again.
An appropriate analogy would be that one single hu-
man can get scammed or fall victim of phishing attacks
many times. Therefore, some nodes may get infected
again (modeled by a return to the susceptible group),
some may not.

The probability of gaining this 'resistance' or 'im-
munity' is controlled by ρ, the gain-resistance-
chance setting. When a person becomes resistant,
the links between them and their connections are dark-
ened, since they are no longer possible vectors for
spreading misinformation. Figure 1 shows a screen-

Figure 1. The Synthetic Environment (SEN) used in
the simulation.

shot of the simulation in its final stage.
As a result of feedback concerning the match be-

tween epidemiological models and the disinformation
context in the SEN, we also modified the SIR model to
allow for the potential that resistant individuals might
actively resist the spread of disinformation triggering
fact checks by connected infected agents with proba-
bility ψ.

Figure 2 illustrates the impact of differences in the
model parameters in the simulation. The key point is
that the outcome of a model run is highly contingent
upon the parameters. With the same starting values ex-
cept for the frequency of fact checking (τ), the panel
on the left follows a trajectory in which a severe in-
fection develops (fact checking occurs only every 10
ticks). The panel on the right follows a trajectory in
which a more rapid development of resistance more
rapidly ends the spread of disinformation and prevents
it from ever simultaneously attracting a majority of the
population (fact checking occurs every tick).

All simulation parameters could potentially be in-
fluenced by the teams playing the DTEX wargame
through their strategic choices, as will be discussed in
Section 4. This modification of parameters was one
of the two ways the wargame-based test of the imple-
mentation of the anti-disinformation-spread technolo-
gies was evaluated. One half of the choice of the win-
ning team was based upon which team's SEN inputs
led to the most rapid elimination of the disinformation
in the model (the lowest number of ticks at the end of
the simulation). Teams were also judged on their ar-
gument concerning the choice of technologies and the
strategy for deploying them.

4 DTEX War Game

4.1 DTEX Process
The DTEX Process used in this simulation was adapt-
ed from NATO's Disruptive Technology Assessment
Game (DTAG) structure. The latter "is a table-top
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Figure 2. Example model runs with different fact check frequencies.

seminar wargame, used to assess potential future tech-
nologies and their impact on military operations and
operating environment" (NATO ACT, 2010). Similarly
to DTAG, DTEX also adopts the seminar wargame
core, but reveals some more nuances in the way the
simulation was conducted - in a fully online, synchro-
nous environment.

The DTEX Process, illustrated in Figure 3, incor-
porated five steps, as follows. First, the participants
studied the scenario and the issues described in it. The
exact text of the scenarios can be found in Appendix
2. They were also given some supplementary materials
and had the opportunity to receive guidance about the
scenario and the solutions from a facilitator. Second,
the participants reviewed the IoS cards (see Appendix
3) with proposed solutions. Third, each participant in-
dividually made a choice of three IoS cards which they
found suitable to resolve the issues at hand. Fourth,
participants discussed their choices with their teams
and debated the rationales behind their choices. Fifth,
each of the two teams deliberated on a final selection
of IoS cards, based on the merits of the suggested so-
lutions, their combined, synergetic effects, and the im-
pact of the entire set of cards, as tested in SEN. Af-
ter this process was completed, the participants pre-
pared one-slide presentations with their choices, de-
fended their strategy, and the winner was announced
by a subject matter expert, who served as a judge.

4.2 Scenarios
The scenarios with which the participants in the sim-
ulation were presented focused on social media disin-
formation. They presupposed that the Supreme Allied
Commander Transformation (SACT) formed a small

Figure 3. The DTEX Process.

task force that will assist an Allied Command Opera-
tions (ACO) team in the ongoing fight against disinfor-
mation and the participants were a part of it. Next, they
were asked to select three IoS cards (described in Sec-
tion 4.3) which addressed the various specific issues
underscored in both scenarios. The teams qualitative-
ly evaluated the merits of each IoS card (and the com-
bined impact of the chosen cards) and after they made
their final choice of IoS cards, the quantitative effects
of their choice of IoS cards, based on the expert rat-
ings, was also tested in the SEN provided to them and
their facilitator. Teams did not have direct access to the
expert ratings of the cards. The faster the SEN elimi-
nates the spread of dis/misinformation (fewer ticks to
elimination), the better. The winning team was chosen
based on both their rationale for their IoS card choices
and on the temporal impact of their choices within the
SEN. Equal weight was given to these two criteria to
make sure that the solution is supported by qualitative
and quantitative factors.
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Figure 4. Outline of an IoS Card.

4.3 DTEX IoS Cards
As mentioned in Section 4.1 and Section 4.2, scenario
play involved a choice of IoS cards by participants. As
for the structure of the IoS cards, as shown in Figure
4, each card consists of various sections describing the
technology intended to serve as a solution to the prob-
lem of disinformation on social media. In the first one,
called offerings, the objectives of the technology are
outlined, and then the technology itself is introduced
through a brief overview. Next, the second section of
the cards summarizes the input, the output, the process
the technology is using to achieve its goals, and the
supported technologies in which it will operate. The
third and last section of the cards highlights advan-
tages and limitations of the technology. The purpose of
this section is to guide participants in their choices, as
they could not obtain information about the proposed
technologies directly from the contributors in the NA-
TO Innovation Challenge through which these ideas
were gathered. Description of the features of all IoS
cards is available in the Appendix 3.

In addition to the content summary of each card,
the subject matter experts invited to contribute to this
simulation assigned each IoS card a specific impact.
The latter was expressed in numerical value calculated
as the average of the expert ratings and contributed to
visualizing the solutions in SEN. Figure 5 shows the
worksheet with all of the IoS cards' SEN inputs that
was compiled and used by the facilitators to coordinate
the team's activities and to process the inputs in SEN
for the participants during the simulation.

Each of the categories of impact on the SEN (A
through E) shapes elements of the simulation environ-

ment (e.g., fact check frequency τ, probability of disin-
formation spread β, etc.). Participants did not directly
receive information about the ratings on the cards they
received, but the ratings informed the way in which
the simulated SIR model in the scenarios was modified
as a result of group choices. The rated impacts of the
cards are discussed in Section 5.2.

4.4 The role of the participants
As mentioned in Section 4.2, the participants in the ex-
periment were asked to select three IoS cards and ex-
plain why they are the best choices to address the is-
sues highlighted in the scenario. The participants al-
so had to identify the priorities to which they adhered
when choosing the cards. These priorities included
five different objectives - identification of malicious
communication material online, categorization of in-
formation (real vs. fake), attribution (finding sources
of fake information), additional analyses (processing
and analysis of collected information to fulfill other
objectives), visualization of analyses, and mitigation
of effects (countering disinformation and their effects
by shielding the audience being targeted, disseminat-
ing counternarratives, etc.) After completing the selec-
tion of IoS cards, the participants were invited to test
their choices in the SEN, where both the individual
effects of their choices and their combined synergetic
effects were visualized and assessed. Lastly, during a
confrontation session between the different teams, the
participants presented their proposed plan to the jury,
which consisted of subject matter experts on the topic
of disinformation.
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Figure 5. Final SEN impacts for IoS Cards.

5 Results
This section discusses the results of the DTEX simu-
lation. The DTEX event was well organized, the ba-
sic structure of the simulation worked well, and par-
ticipants found the SEN a useful component in con-
junction with their deliberations. Participants used the
SEN during their deliberations to visualize the conse-
quences of different strategies. The SEN was also used
as one component of judging team decision-making.
It also helped organize and structure discussion of the
merits of different technologies aimed at combatting
the spread of disinformation. A framework of two sce-
narios (see Appendix 2 for details) of increasing com-
plexity was deemed appropriate, and seemed to help
engender participant interest, engagement, thought,
and analysis.

5.1 Group Dynamics Qualitative Observa-
tions
In the first scenario, Group 2 seemed less organized
than Group 1. Group 1 used screen share capabilities
more effectively to help ground discussion of alterna-
tive cards, while Group 2 seemed to struggle a bit more
to reach consensus, and as a result did not develop as
effective and clear a set of plans for how to address
the challenges in the scenario, nor how to present their
plans.

In the second scenario, one of the members of
Group 2 opened the discussion with a proposal that
helped set the tone for a more productive deliberative
process which set the stage for the Group 2 win in
scenario 2. With her leadership they identified goals
and reached consensus about them. Then they devel-

oped a combination of technology cards that would al-
low them to effectively achieve those goals. The struc-
ture of the deliberations could have potentially bene-
fitted from more involvement by the moderators and
a division of the cards into different categories (e.g.,
dashboards versus tools for intervention). By the sec-
ond scenario, Group 2 seemed to have begun to do this
kind of sorting of cards into categories on its own, and
that process helped the group reach a more effective
path to a solution, while Group 1 in the second sce-
nario seemed to have more trouble structuring their de-
liberations and combining the synergies of the cards.
Group 2 reached near-consensus with sufficient time
remaining for multiple model runs in the SEN to test
which of two alternative strategies would lead to bet-
ter results. Ultimately, choice of the strategy rejected
by Group 2 through this process would have led to less
successful model runs than Group 1, and potentially to
a loss in scenario 2, so the time the group was able to
invest in this aspect of the deliberation seems to have
been well spent.

The group dynamics described highlight some of
the skills and approaches which determined the win-
ning group. In particular, leadership, level of organi-
zation and structure of the decision-making process,
along with an effective use of the technical capabilities
of the SEN to which the participants had access con-
tributed to Group 1's better performance in the first
scenario, and Group 2's in the second scenario. These
conclusions about the group dynamics in DTEX pro-
vide important insights for the successful selection
process of technological solutions with a high level of
impact against disinformation. They may be used in
future iterations of this simulation to increase the pro-
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Table 2. Cards with largest impacts on each aspect of SEN based upon expert ratings.

A Reduces Initial Out-
break Size

β Reduces Dis-
information

Spread
Chance

τ Increases
Fact

Check
Frequency

γ Increases
Recovery
Chance

ρ Increases
Gain Resis-

tance Chance

Average Im-
pact Z-score

Best: #33. Covid-19
MAP Media Analytics
Platform. Second Best: A
tie between #7, Combat
Misinformation through
Social Media, and #35
Profiling fake news
spreaders on Social Me-
dia.

Best: A three
way tie between
#20 DeepDetec-
tor, #5 SGOOF,
and #35 Profil-
ing fake news
spreaders on
Social Media.

Best: #29
Intelligence
Dashboard
Second
Best: #45
mLAi Ana-
lytics.

Best: #39
PULSE Sec-
ond Best: #7
Combat Misin-
formation
Through Social
Media.

Best: A three
way tie be-
tween #7 Com-
bat Misinfor-
mation
Through Social
Media, #9 Ze-
tane, and #22
Nunki.

Best: #7 Com-
bat Misinfor-
mation
Through Social
Media.

ductivity and competitiveness of both teams, thus en-
suring a better learning experience for the participants
and a more careful re-assessment of the IoS cards, pre-
viously ranked by experts, based on their characteris-
tics.

5.2 IoS Cards: Strengths and Synergies
As noted at the outset, the purpose of the SEN (SIR
model) and wargame virtual simulation in this case
was to evaluate proposed anti-disinformation techno-
logical tools submitted to NATO through an innova-
tion challenge. This section discusses the results of
that evaluation which is based upon the totality of the
information collected including the actions and argu-
ments made by wargame participants, expert rankings,
and simulation results.

Prior to the DTEX wargame the IoS cards were
ranked by experts for their ability to impact five dif-
ferent characteristics of disinformation spread in the
SEN, and then evaluated by the competing teams to
construct compelling and synergistic combinations of
the cards. The characteristics were: A - Reduces Initial
Outbreak Size, β - Reduces Disinformation Spread
Chance, τ - Increases Fact Check Frequency, γ - In-
creases Recovery Chance, and ρ - Increases Gain Re-
sistance Chance. The probability that a resistant agent
will trigger a fact check by a connected infected agent
(Ψ) was added after DTEX based on the simulation ex-
perience and so is not included in this section. Based
upon the expert rankings and the results of the
wargame, including qualitative analysis of participant
discussion and arguments we have categorized each
card in Table 2 in terms of the best card(s) for address-
ing each aspect.

Containing initial outbreak size is potentially very
important, especially if once the outbreak is identified,
effective tools are available to curtail the spread of the
outbreak. Card #33 was rated as providing the best im-
pact on initial outbreak size. This technology provides
a dashboard for decision-makers that "monitors all as-

pects of the spread of information (about COVID-19)
and predicts what and how other topics will spread."
The key aspect of this platform for curtailing initial
outbreak size is that ideally this platform will allow
rapid identification of outbreaks of disinformation, al-
lowing agile targeting responses to those outbreaks us-
ing various other tools before the outbreaks have time
to become widespread.

Once an outbreak of disinformation has begun,
a critical factor shaping its spread is the extent to
which individuals or media infected with disinforma-
tion spread it to others. The three best-rated cards for
curtailing the disinformation spread chance were im-
plemented in different strategies, suggesting potential
for fruitful combination between these cards for larg-
er impact. IoS card #5 SGOOF uses data-mining, clas-
sification, and machine learning classification to de-
velop a 'truth score' and classification for information.
This could be fed into a dashboard similarly to #33, but
it also could potentially be used in public-facing appli-
cations. IoS card #20 DeepDetector is a more special-
ized software application aimed at detecting and iden-
tifying deep-fakes in video footage. The current proto-
type is asserted to have a 95-98% accuracy and could
provide an important tool both if fed into a dashboard
and as a public-facing application to allow for rapid
identification of likely faked video content in order to
catalyze actions to limit its spread. Another IoS card
- #35 Profiling fake news spreaders on Social Media
takes a somewhat different tactic. Potentialize syner-
gizing with #5 and #20, this machine learning applica-
tion focuses on the profiles of fake news spreaders in-
stead of on the news content itself. This could provide
particularly valuable information in order to facilitate
rapid response to the spread of fake news that targets
accounts being used to spread disinformation.

Once disinformation has begun to spread widely,
combatting it involves in part triggering fact checking
that potentially leads individuals to believe they
should not trust the disinformation. The best rated card
for increasing fact check frequency was #29 Intelli-
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gence Dashboard. This dashboard proposal utilizes a
combination of AI and human fact checking to identi-
fy and classify the most prevalent information. As with
other dashboard proposals, the primary focus here is
on enabling decisionmakers to take effective actions
to increase fact check frequency or provide targeted
individuals with fact checks of disinformation which
they have been exposed to. Individuals who have come
to believe disinformation may eventually recover by
believing fact checks which disabuse them of belief
in the false narratives provided by the disinformation
source. The best rated card for increasing recovery
chance was #39 PULSE. This proposal emphasizes the
important counter-insurgency principle that all com-
batants are intelligence gatherers. It provides a frame-
work for submissions from "front-line workers" to
identify and cluster information on unaddressed issues
and challenges. This could be an important component
of any dashboard, helping decision-makers operate
with better information concerning the current state of
play in the spread of disinformation, and potentially
facilitating the identification of unaddressed issues.

A key factor in ultimately containing a disinfor-
mation outbreak is the development of resistance to it
in the form of individuals who are no longer suscep-
tible to the disinformation. Three technology cards re-
ceived the highest ratings for this element: #7, #9, and
#22, and pursue two quite distinct strategies that would
need to be synergized for the largest impact. IoS card
#7 aims to achieve resistance through counter-spread-
ing measures, a unique and very important aspect of
this card compared to most of the other proposed tech-
nologies. In essence, the strategy behind using it is
to achieve resistance to disinformation by identifying
potential spreaders, and swamping the disinformation
signal with alternative signals. This more active resis-
tance by jamming disinformation signals moves be-
yond most other cards which emphasize identification
of disinformation rather than active counter-informa-
tion measures. Card #9 Zetane is a dashboard that aids
in visualization of the geographic and regional trends
in false information spread. #22 Nunki is another dash-
board application which focuses on alerts concerning
events and news spread, hopefully facilitating rapid re-
sponse. Obviously, the dashboard applications would
be most fruitfully combined with other measures, such
as IoS card #7, since with dashboard strategies the re-
sistance developed would involve societal level rapid-
response to renewed spread of disinformation.

Fortunately, as discussed above, multiple technolo-
gies can be combined to address the challenges of dis-
information. However, if only a single technology was
to be used, the best overall technology in terms of im-
pact relative to the others across the five categories is
#7 Combat Information Through Social Media. What
makes this strategy stand out is its emphasis on active
measures. The high ratings given this card suggest that
efforts to develop a suite of different active signal-
jamming measures to combat disinformation would be

well worth while. Combination of such measures with
good dashboard and intelligence to identify threats
would probably help to magnify the effectiveness of
this technology.

6 Conclusions
The simulation involving a virtual wargame using
SEN succeeded across several dimensions. The DTEX
project, described in this paper, set forth multiple ob-
jectives – producing ideas, testing them in a realistic
scenario and observing the visualized effects of these
ideas, educating the participants about the harmful ef-
fects of disinformation and the strengths and weak-
nesses of possible solutions, and testing the use of an
internet-based virtual wargame. The fact that DTEX
was conducted in a fully-online environment was also
a step forward toward making such simulations and
wargames more accessible across nations and thus
more inclusive, diverse, and valuable. Another benefit
of DTEX was that it created a collaborative setting
in which participants from different backgrounds can
contribute, as disinformation is a multidisciplinary
topic that is researched by scholars and practitioners
from various fields. The DTEX model also outlined
opportunities for development and testing of solutions
that pertain not only to other similar-to-disinformation
issues, such as propaganda, and recruitment by radical
organizations, but also to a wide range of other securi-
ty issues, important to the international community.

One of the key elements of the DTEX war game
scenario design involves the opportunity for groups to
deliberate and play out the interaction between multi-
ple technologies, as no single technology is likely to
solve all of the problems presented by the scenarios,
but some technologies are more compatible with each
other than others. Deliberations about the tradeoffs be-
tween technologies provide important data about the
challenges associated with integrating diverse (and po-
tentially overlapping or competing) technologies to
solve a problem, and their potential synergies. Hence,
the experiment succeeded in building knowledge
about the potential of the technology choices and the
ways in which they could be effectively combined.

Another of the key elements of this study involved
the use of SENs to facilitate interaction and evaluation
in the context of a virtual wargame. Because the
wargame was played out virtually, participants could
be physically located in multiple NATO countries on
multiple continents. By applying an epidemic-spread
model to depict the spread of disinformation about the
COVID-19 pandemic, these environment help partici-
pants visualize, conceptualize, apply, and analyze the
consequences of the potential technological solutions
for disinformation spread. The simulation as a case
study demonstrated the utility of the SIR simulation as
SEN for the virtual wargame.

In the process of describing our study, we also
modified the SIR model to better capture some dy-
namics of disinformation flow, and those modifica-
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tions (e.g., the possibility that resistance itself may be
'catching') can be incorporated into subsequent models
of disinformation.

There were none the less some important limita-
tions of this experiment. While the diversity of back-
grounds of participants was a significant asset to the
experiment, it also revealed some inequality in terms
of how to best respond to the given scenario. For in-
stance, students from political science backgrounds
generally demonstrate more awareness about the way
NATO is structured and how the different member-
states work together. At the same time, they may not
be equipped to assess the various technologies that
were presented to them in the form of IoS cards from
a more technical perspective. Another issue pertains to
the ability to operate the SEN in which the cards were
tested. In a fully asynchronous environment, which
has the ability to overcome limitations of different
time-zones, facilitators may not be able to be as help-
ful as they were in the synchronous online version of
DTEX which this paper describes.

Aside from these limitations, the goals for which
DTEX was designed and intended – innovation, ed-
ucation and collaboration, were successfully fulfilled
mainly because of the virtual environment that helped
participants. With the input and efforts of specialists
from various fields, the simulation will further evolve
and attempt to solve more of the problems of the fu-
ture.
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Appendix 1. SIR model code

turtles-own
[

infected?           ;; if true, the turtle is infectious
resistant?          ;; if true, the turtle can't be infected
fact-check-timer    ;; number of ticks since this turtle's last fact-check

]

to setup
clear-all
setup-nodes
setup-spatially-clustered-network
ask n-of initial-outbreak-size turtles

[ become-infected ]
ask links [ set color white ]
reset-ticks

end

to setup-nodes
set-default-shape turtles "circle"
create-turtles number-of-nodes
[

; for visual reasons, we don't put any nodes *too* close to the edges
setxy (random-xcor * 0.95) (random-ycor * 0.95)
become-susceptible
set fact-check-timer random fact-check-frequency

]
end

to setup-spatially-clustered-network
let num-links (average-node-degree * number-of-nodes) / 2
while [count links < num-links ]
[

ask one-of turtles
[

let choice (min-one-of (other turtles with [not link-neighbor? myself])
[distance myself])

if choice != nobody [ create-link-with choice ]
]

]
; make the network look a little prettier
repeat 10
[

layout-spring turtles links 0.3 (world-width / (sqrt number-of-nodes)) 1
]

end

to go
if all? turtles [not infected?]

[ stop ]
ask turtles
[

set fact-check-timer fact-check-timer + 1
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if fact-check-timer >= fact-check-frequency
[ set fact-check-timer 0 ]

]
spread-disinformation
do-fact-checks
tick

end

to become-infected  ;; turtle procedure
set infected? true
set resistant? false
set color red

end

to become-susceptible  ;; turtle procedure
set infected? false
set resistant? false
set color blue

end

to become-resistant  ;; turtle procedure
set infected? false
set resistant? true
set color gray
ask my-links [ set color gray - 2 ]

end

to spread-disinformation
ask turtles with [infected?]

[ ask link-neighbors with [not resistant?]
[ if random-float 100 < disinformation-spread-chance

[ become-infected ] ] ]
end

to do-fact-checks
ask turtles with [infected? and fact-check-timer = 0]
[

if random 100 < recovery-chance
[

ifelse random 100 < gain-resistance-chance
[ become-resistant ]
[ become-susceptible ]

]
]

ask turtles with [infected? and any? link-neighbors with [resistant?] ]
[

if random 100 < resistance-fact-check-probability
[

if random 100 < recovery-chance
[

ifelse random 100 < gain-resistance-chance
[ become-resistant ]
[ become-susceptible ]

]
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]
]

end

NOTE: This model is a modified version of the NetLogo Virus on a Network model (Stonedahl & Wilensky,
2008), copyright 2008 Uri Wilensky. This work is licensed under the Creative Commons Attribution-NonCom-
mercial-ShareAlike 3.0 License.
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Appendix 2. DTEX scenarios

Scenario 1

Background

The Supreme Allied Commander Transformation
(SACT) has handpicked you for a small task force
that will assist an Allied Command Operations (ACO)
team in the ongoing fight against disinformation. You
have been asked to pick 5 technologies (IoS cards) that
you believe will help solve the problems described in
the following scenario.

Note: Please stick to the details given in the IoS
cards. The only creative license you can take is during
the prediction and explanation of the outcomes in the
future (where the technologies you’ve chosen will be
implemented). Feel free to ask questions about the sce-
nario, operating environment, and IoS cards. Your fa-
cilitator will be your main point of contact and will be
available in your zoom room at all times.

Description

1. In the midst of increased fear about new waves of
COVID-19, there has been a barrage of fake posts
across several social media platforms in multiple
languages claiming that there has been large out-
breaks of COVID-19 within NATO forces that are
part of the Enhanced Forward Presence - a NA-
TO-allied forward deployed defense and deter-
rence military posture in Central Europe through
Poland and Northern Europe through Estonia,
Latvia, and Lithuania.

2. NATO analysts have noticed that the dissemi-
nation of disinformation is happening largely
through numerous small-scale 'influencers' -
whose accounts are getting hacked or imitated.
These accounts are spreading different messages
depending on the populations they're targeting.

3. Highly graphic visuals and deep-fake videos are
being used to depict highly dramatized scenes
that are far from reality yet convincingly real.
Videos with fake information - in the form of text
alongside images - are the primary vectors. These
videos seem to be designed to elicit strong emo-
tional responses that seem to have the ultimate
goal of creating a rift within NATO.

4. These social media posts are also well crafted.
The language and cultural contexts are too good
for AI to differentiate easily. Human-AI partner-
ships may be necessary. The type of fake per-
sonalities delivering these fake news reports also
seem to be very effective in making the message
look authentic. Forensic psychologists at NATO
claim that they will be able to solve part of the
disinformation problématique if more informa-
tion about these 'talking heads' were made avail-
able to them.

5. The populations that were targeted by these dis-

information attempts need to be identified in or-
der to target mitigation efforts towards the same
population. Managing such efforts also require
dashboards that aggregate and visualize data us-
ing maps and other tools.

You can use details from the following reports/articles
to guide and support your choices of IoS cards:

• Canadian-led NATO battlegroup in Latvia target-
ed by pandemic disinformation campaign

• Hackers Broke Into Real News Sites to Plant
Fake Stories

• Pillars of Russia's Disinformation and Propagan-
da Ecosystem (Infographics on pages 8, 10)

Expectations

1. Pick five IoS cards and explain why you think
they are the best choices to address the issues.

2. Develop a plan that leverages the five IoS cards
you chose - both their individual strengths and
their combined synergies. This plan should
counter or mitigate the effects of disinformation
campaigns. Explain how your IoS cards can com-
bine their strengths.

3. Present your plan to the jury, during the 'con-
frontation session' with the other team and con-
vince them that your plan is the better one. Focus
on explaining (a) how you plan to use the IoS
cards and how you plan to combine their
strengths, and (b) what effects you intend to
achieve through your plan. Below is the full list
of desired effects:

1. Identification of malicious communication
material online

2. Categorization of information (real v. fake)
3. Attribution: Finding sources of fake infor-

mation
4. Additional Analyses: Processing and analy-

sis of collected information to fulfill other
objectives

5. Visualization of analyses
6. Mitigation of Effects: Countering disinfor-

mation and their effects by shielding the au-
dience being targeted, disseminating coun-
ternarratives, etc.

Scenario 2

Background

The Supreme Allied Commander Transformation
(SACT) has once again handpicked you for a small
task force that will assist an Allied Command Opera-
tions (ACO) team in the ongoing fight against disin-
formation. You have been asked to pick 5 technologies
(IoS cards) that you believe will help solve the prob-
lems described in the following scenario.

Note: Please stick to the details given in the IoS
cards. The only creative license you can take is during
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the prediction and explanation of the outcomes in the
future (where the technologies you’ve chosen will be
implemented). Feel free to ask questions about the sce-
nario, operating environment, and IoS cards. Your fa-
cilitator will be your main point of contact and will be
available in your zoom room at all times.

Description

1. NATO teams have been monitoring
COVID-19-related disinformation efforts for a
while but are still not able to efficiently sort dis-
information. Both bots and humans have been ac-
tively spreading disinformation but the teams are
not able to differentiate the sources. These efforts
seem to be targeting civilian populations across
NATO nations. These disinformation campaigns
are somehow able to target populations that seem
to have low levels of awareness of the real nature
of the pandemic and of the best practices to pre-
vent spread. Experts suggest that such targeting is
meant to spread anxiety about the future.

2. Troves of data have been collected by NATO
teams which have been analyzing these bots.
However, analysts are no longer able to extract
actionable insights from these datasets. Team
leaders have been affected by sensory overload
caused by ineffective tools that are not able to ag-
gregate and analyze such datasets.

3. Analysts have been manually aggregating and vi-
sualizing data points to present the big picture to
their leaders and other decision makers. This has
been drastically slowing down reaction times, al-
lowing disinformation campaigns to spread viral-
ly in the meantime. Team leaders are skeptical of
tools that oversimplify analyses because they be-
lieve they can lead to serious oversights. Analysts
are not able to find tools that strike the right bal-
ance between sensory overload and potentially ir-
responsible reductionism.

4. NATO's sociologists and other interdisciplinary
researchers are also not able to extract useful in-
sights from these large datasets. Their goal is to
connect bits and pieces, highlight similar narra-
tives, and craft better counter-narratives and re-
sponses. These experts are also unable to obtain
real time feedback on the spread of disinforma-
tion.

5. NATO is interested in using these large datasets
to forecast future trends. Team leaders and policy
makers currently lack such tools in their planning
and decision-making processes.

You can use details from the following reports/articles
to guide and support your choices of IoS cards:

• NATO's approach to countering disinformation: a
focus on COVID-19

• 'Ghostwriter' Influence Campaign: Unknown Ac-
tors Leverage Website Compromises and Fabri-
cated Content to Push Narratives Aligned with
Russian Security Interests

• NATO Chief Rebukes China Over Coronavirus
Disinformation

Expectations

1. Pick five IoS cards and explain why you think
they are the best choices to address the issues.

2. Develop a plan that leverages the five IoS cards
you chose - both their individual strengths and
their combined synergies. This plan should
counter or mitigate the effects of disinformation
campaigns. Explain how your IoS cards can com-
bine their strengths.

3. Present your plan to the jury, during the 'con-
frontation session' with the other team and con-
vince them that your plan is the better one. Focus
on explaining (a) how you plan to use the IoS
cards and how you plan to combine their
strengths, and (b) what effects you intend to
achieve through your plan. Below is the full list
of desired effects:

1. Identification of malicious communication
material online

2. Categorization of information (real v. fake)
3. Attribution: Finding sources of fake infor-

mation
4. Additional Analyses: Processing and analy-

sis of collected information to fulfill other
objectives

5. Visualization of analyses
6. Mitigation of Effects: Countering disinfor-

mation and their effects by shielding the au-
dience being targeted, disseminating coun-
ternarratives, etc.
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https://www.nato.int/cps/en/natohq/177273.htm
https://www.nato.int/cps/en/natohq/177273.htm
https://www.fireeye.com/content/dam/fireeye-www/blog/pdfs/Ghostwriter-Influence-Campaign.pdf
https://www.fireeye.com/content/dam/fireeye-www/blog/pdfs/Ghostwriter-Influence-Campaign.pdf
https://www.fireeye.com/content/dam/fireeye-www/blog/pdfs/Ghostwriter-Influence-Campaign.pdf
https://www.fireeye.com/content/dam/fireeye-www/blog/pdfs/Ghostwriter-Influence-Campaign.pdf
https://foreignpolicy.com/2020/04/17/nato-cheif-rebukes-china-coronavirus-disinformation/
https://foreignpolicy.com/2020/04/17/nato-cheif-rebukes-china-coronavirus-disinformation/
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